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#### Abstract

A two-term model is proposed for hydrocarbon and N -containing $\pi$-radicals which are in close contact with one another. The first term is attractive (due to partially occupied frontier $\pi$-orbitals), and the second, repulsive (due to hard-core repulsion between close-lying atoms). This model is applied to dimers where intermolecular contacts are closer than $<0.95 \times$ the sum of the atomic van der Waals radii. The maximin principle is proposed. The maximin principle states that the lowest energy conformation maximizes overlap of the frontier orbitals while simultaneously minimizing intermolecular contacts. A Hückel Hamiltonian, the $\mu_{2}$-Hamiltonian, which contains the above attractive and repulsive terms, is applied. The interaction surfaces of two $\pi$-hydrocarbon radical cations were calculated for the three systems known crystallographically to contain cations in close contact: naphthalene, fluoranthene, and pyrene. The global minima of these surfaces correspond to the experimentally determined structures. The $\mu_{2}$-Hamiltonian energy surfaces of the naphthalene cation dimer are qualitatively similar to those calculated at the RHF/6-311G(d,p) and MP2 $/ 6-311 \mathrm{G}(\mathrm{d}, \mathrm{p})$ levels. The maximin principle is applied to N -containing $\pi$-radicals. Except in the case of tetracyanoethene, the maximin principle correctly predicts the most common dimer crystal packing. (MgPc)$\left(\mathrm{NO}_{3}\right) \cdot 0.5 \mathrm{THF}$ and $(\mathrm{MgPc})\left(\mathrm{ReO}_{4}\right) \cdot 1.5 \mathrm{THF}(\mathrm{Pc}=$ phthalocyanine) were prepared: both new crystal structures follow the maximin principle. The maximin principle is used to suggest the dimer cation ground state of oligoacenes, cations important as organic hole-based semiconductors.


## 1. Introduction

Our current understanding of $\pi$-system intermolecular interactions is somewhat perplexing. On one hand $\pi$-system reaction pathways are analyzed through their frontier orbitals, but on the other hand, the forces which control the crystal packing of these same molecules are often described by a purely electrostatic model. Thus, we have the Woodward-Hoffmann rules to govern $\pi$-system reaction pathways ${ }^{1-8}$ but a purely quadru-pole-quadrupole electrostatic coupling term to describe $\pi$ (or $\pi-\sigma$ ) aromatic-aromatic interactions. ${ }^{9-16}$

In this paper we discuss $\pi$-systems where frontier orbitals model play a dominant role in crystal packing. We therefore investigate crystalline $\pi$-systems where $\mathrm{C} \cdots \mathrm{C}$ distances are short ( $\mathrm{C} \cdots \mathrm{C}<3.2 \AA$ ). This restriction to short $\mathrm{C} \cdots \mathrm{C}$ contacts largely limits our study to $\pi$-cations and anions. For these systems, $\pi$-frontier orbitals are known to play a significant role. ${ }^{17-25} \mathrm{We}$

[^0]and others ${ }^{26,24}$ find this role can be more fully understood if interatomic repulsive energies are explicitly included. We propose a general crystal packing principle: the maximin principle. This principle states that the favored orientation of

[^1]interacting hydrocarbon or nitrogen containing $\pi$-systems is one which both maximizes HOMO-LUMO overlap and simultaneously minimizes interatomic contacts.

It proves possible to find a simple quantum mechanical model which incorporates both components of the maximin principle and whose standard predictions accord with observed experimental geometries. This model is the $\mu_{2}$-Hückel Hamiltonian, a Hamiltonian dominated by both attractive frontier overlap interactions and repulsive interatomic nonbonding terms. ${ }^{27}$ With this Hamiltonian, we generate intermolecular energy surfaces which agree both with known experimental crystal packings and with higher level ab initio calculations. ${ }^{28-31}$ The numerical agreement between the $\mu_{2}$-Hückel and ab initio Hartree-Fock surfaces, coupled with the fact that the $\mu_{2}$-Hamiltonian is dominated by the frontier orbital and interatomic repulsion terms, confirms the underlying accuracy of the maximin principle. Hydrocarbon systems treated include all known $\pi$-systems with short $\mathrm{C} \cdots \mathrm{C}$ contacts: naphthalene, ${ }^{32}$ fluoranthene, ${ }^{33}$ and pyrene ${ }^{34}$ cation dimers. These results suggest that both traditional electronic effects, such as frontier orbital mixing, and steric effects, such as hard sphere atomic repulsion, can be incorporated in the same simple tight-binding (or Hückel) Hamiltonian.

But the maximin principle is geometrically simple enough that it can be applied without actual dimer calculations. We show for a number of N -containing $\pi$-systems that, from a knowledge of the HOMO or LUMO alone, we can correctly predict the most common crystal packing. $\pi$-Systems considered include all those N -containing systems with short $\mathrm{C} \cdots \mathrm{C}, \mathrm{C} \cdots$ N , or $\mathrm{N} \cdots \mathrm{CN}$ contacts (distances $<0.95 \times$ the sum of the van der Waals radii): phthalocyanine ( 2 HPc ), ${ }^{35}$ metalated phthalocyanine (MPc), ${ }^{36-38}$ metalated tetrabenzoporphyrin (MPp), ${ }^{39-41}$ 1,2,3-tris(dicyanomethylene)cyclopropane (HCCP), ${ }^{42,43} 7,7,8,8$ -tetra-cyanoquinodimethane (TCNQ), ${ }^{44-65} N, N^{\prime}$-dicyano-1,4-benzoquinodiimine (DCNQI), ${ }^{66}$ 1,1,2,5,6,6-hexacyano-3,4-diaza-

[^2]hexadiene (BTCQ), ${ }^{67}$ and tetracyanoethene (TCNE). ${ }^{68-75}$ (See Supporting Information for CSD search results.) We further prepare two new phthalocyanine based cation radical salts which further verify the utility of the maximin principle.

## 2. Technical Procedures

2.1. Introduction to the $\mu_{2}$-Huickel Method. Before explicitly stating the equations used in $\mu_{2}$-Hückel calculations, some further introductory statements about $\pi$-system intermolecular interactions are helpful. We begin by noting that frontier orbital pictures have not proven very useful in accounting for $\pi$-system packing interactions. ${ }^{9-16}$ Instead, the two commonly observed aromatic packing motifs, both the staggered $\pi-\pi$ stacking and the herringbone pattern of pairs of aromatic rings, are generally viewed as two different minima of the quadrupolequadrupole electrostatic interaction surface.

The small role frontier orbitals play in these packings can be understood qualitatively. The leading term in frontier orbital interactions is proportional to $S^{2} / \Delta E$, where $S$ and $\Delta E$ refer to respectively the orbital overlap and the difference in energy between the HOMO and LUMO. ${ }^{4}$ In neutral aromatic systems, the $\mathrm{C} \cdots \mathrm{C}$ intermolecular distances are long and the HOMO-LUMO energy gap is large. The numerator and the denominator of the frontier orbital interaction term are, respectively, small and large; the overall frontier orbital interaction is tiny.

In this paper by contrast we consider a very different set of $\pi$-systems. We consider $\pi$-cations and anions with $\mathrm{C} \cdots \mathrm{C}$ intermolecular interactions less than $3.2 \AA$. Such cations and anions have partially filled HOMOs and LUMOs, and as the interatomic distances are short, overlaps are large. The two contrasting cases are shown in Figure 1. It is not suprising that frontier orbital interactions are small for the former systems but large for the latter ones.

At the same time, it is evident that the maximization of $\pi$-overlap is not by itself sufficient to account for the observed geometries of interacting $\pi$-systems. Were maximization of $\pi$-overlap alone the governing principle behind intermolecular interactions, the preferred orientation of neighboring $\pi$-systems would be a fully eclipsed one, with one $\pi$-system directly on top of a similarly oriented second molecule. Such an eclipsed stacking would necessarily maximize
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Figure 1. Frontier orbital interactions in neutral naphthalene and cationic naphthalene species. In neutral molecules, intermolecular distances are long and the frontier orbital overlaps are small. In the cationic molecules, intermolecular distances are short and frontier orbital overlaps are large.

HOMO-HOMO contact of a partially filled HOMO. But, except in some of the simpler $\pi$-systems, ${ }^{68-75}$ such fully eclipsed geometries are not seen.

This can be understood if we consider the $\mathrm{C} \cdots \mathrm{C}$ interatomic potential. As is well-known, such interatomic potentials have a short-range highly repulsive component coupled with longer range attractive terms. ${ }^{76,77}$ The repulsive component dominates the interaction energy at distances shorter than the sum of the van der Waals radii of the pair of interatomic atoms. In the case of carbon, with a van der Waals radius of $1.70 \AA$, this sum is $3.40 \AA$. The interaction energy minimum occurs to the right of this sum, near $3.80 \AA$ for carbon.

In this paper we are interested in $\pi$-systems where the shortest $\mathrm{C} \cdot$ $\cdot \cdot \mathrm{C}$ distances are less than $3.2 \AA$, a number significantly less than 3.40 $\AA$. As the molecules are planar, and as the lowest energy geometries involve molecules where these planes are face-to-face, all close neighboring atoms are perforce at the same short $\mathrm{C} \cdots \mathrm{C}$ distance. In Figure 2, we draw a generic diagram of the $\mathrm{C} \cdots \mathrm{C}$ interatomic potential (from empirical $\mathrm{C} \cdots \mathrm{C}$ interaction energy parameters ${ }^{78}$ ). As this figure shows, such close $C \cdots C$ distances are in a highly repulsive regime of the interatomic potential. Figures 1 and 2 present the two portions of the maximin principle. We wish to optimize the HOMO-LUMO interaction between neighboring molecules (Figure 1) while minimizing the number of interatomic contacts (Figure 2). In the next section, we give the specific equations which incorporate the two effects.
2.2. $\mu_{2}$-Huickel Calculations. In the $\mu_{2}$-Hückel method used in this paper, ${ }^{27,79}$ the total energy $E_{\mathrm{T}}$ is expressed by
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Figure 2. A qualitative diagram of the $\mathrm{C} \cdots \mathrm{C}$ interatomic potential plotting interaction energy vs intermolecular $\mathrm{C} \cdots \mathrm{C}$ distance. The interaction energy minumum lies near $d=$ sum of the atomic two carbon van der Waals radii (3.4 A).

$$
\begin{equation*}
E_{\mathrm{T}}=U(r)-V(r) \tag{1}
\end{equation*}
$$

where $U(r)$ is a hard-core interatomic repulsion energy, $V(r)$ is an attractive bonding energy, and $r$ is a parameter dependent on the size of the system. In our case, the repulsive energy is roughly proportional to the number of intermolecular contacts and the attractive energy is dominated by frontier orbital interactions. The total energy $E_{\mathrm{T}}$ is given as

$$
\begin{equation*}
E_{\mathrm{T}}=\gamma \int_{-\infty}^{\infty}\left(E-E_{\mathrm{ave}}\right)^{2} \rho(E, r) \mathrm{d} E+\int_{-\infty}^{E_{\mathrm{F}}} E \rho(E, r) \mathrm{d} E \tag{2}
\end{equation*}
$$

where the above integrals represent the repulsive and the attractive energies, respectively. Here $\rho(E, r)$ is the electronic density of the valence bands, $E_{\mathrm{F}}$ is the Fermi energy, $E_{\text {ave }}$ is the average energy of the electronic density of states, and $\gamma$ is a proportionality constant. The density $\rho(E, r)$ is found from the diagonalization of the Hamiltonian matrix. As has been discussed elsewhere, the above repulsive and attractive energies are controlled by, respectively, the number of intermolecular contacts and the frontier orbital interactions.

Rather than explicitly calculating $\gamma$, we use the second moment scaling approximation. ${ }^{27,79}$ Following the literature, the difference in energy between two structures A and B is approximately

$$
\begin{equation*}
E_{\mathrm{T}}(\mathrm{~A})-E_{\mathrm{T}}(\mathrm{~B})=\int_{-\infty}^{\infty} E \rho_{\mathrm{A}}\left(E, r_{\text {expt }}\right) \mathrm{d} E-\int_{-\infty}^{E_{\mathrm{F}}} E \rho_{\mathrm{B}}\left(E, r_{\text {scaled }}\right) \mathrm{d} E \tag{3}
\end{equation*}
$$

where the size of the B system has been scaled so that

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left(E-E_{\text {ave }}\right)^{2} \rho_{\mathrm{A}}\left(E, r_{\text {expt }}\right) \mathrm{d} E=\int_{-\infty}^{\infty}\left(E-E_{\text {ave }}\right)^{2} \rho_{\mathrm{B}}\left(E, r_{\text {scaled }}\right) \mathrm{d} E \tag{4}
\end{equation*}
$$

As eqs 2 and 3 imply, under such scaling conditions, the repulsive energy cancels and the difference in energy between the two structures is the difference in the attractive energies.

Diagonal elements, $H_{i i}$, are set equal to prescribed Coulombic integral values, while off-diagonal elements are based on the WolfsbergHelmholz approximation, $H_{i j}=1 /{ }_{2} K S_{i j}\left(H_{i i}+H_{j j}\right) .{ }^{80}$ The parameter K is set to 1.75 , and orbitals are assumed to be single- $\zeta$ Slater type orbitals. We use the standard extended Hückel parameters for both carbon and hydrogen. The carbon parameters are loosely based on atomic HartreeFock calculations. The parameters for the carbon atoms are $H_{i i}(2 \mathrm{~s})=$ $-21.40 \mathrm{eV}, H_{i i}(2 \mathrm{p})=-11.40 \mathrm{eV} ; \zeta(2 \mathrm{~s})=\zeta(2 \mathrm{p})=1.625$, while for the hydrogen atoms they are $H_{i i}(1 \mathrm{~s})=-13.60 \mathrm{eV}$ and $\zeta(1 \mathrm{~s})=1.30 .{ }^{81}$

[^3]2.3. Ab Initio Calculations. Electronic structure calculations were performed for the neutral structures of naphthalene, fluoranthene, pyrene, $\mathrm{H}_{2} \mathrm{Pc}, \mathrm{MgPc}, \mathrm{MgPp}, \mathrm{HCCP}, \mathrm{TCNQ}, \mathrm{DCNQI}, \mathrm{BTCQ}, \mathrm{DCNQI}$, and TCNE using the Gaussian 98 software. ${ }^{82}$ These structures were optimized at the Restricted Hartree-Fock level with the 6-31G(d) basis set. Pictures of the frontier orbitals for the resulting geometries were generated using the Molden program.

Calculations on the naphthalene ${ }^{+}$dimer were also carried out. Two naphthalene molecules (in the RHF-optimized structure described in the previous paragraph) were placed in 308 symmetrically distinct conformations (based on a $14 \times 28$ grid) in $\pi-\pi$ contact with an interplanar spacing of 3.2 Å. Single-point calculations were carried out on each conformation, with a $2+$ charge for the dimer and a singlet spin state, at the RHF/6-311G(d,p) and MP2/6-311G(d,p) levels. ${ }^{83}$ The magnitude of the basis set superposition error (BSSE) was checked using the counterpoise method at the minimum energy geometry. ${ }^{84}$ For the RHF surface, the BSSE energy was 0.08 eV , small compared to the energetic variations between dimer conformations $(0.37-1.20 \mathrm{eV})$. The BSSE energy was larger for the MP2 calculations $(0.24 \mathrm{eV})$, so a correction was added to the calculated MP2 energies interpolated from a $4 \times 8$ grid of BSSE calculations.
2.4. Electrocrystallization of Phthalocyanine Salts. Magnesium(II) phthalocyanine $(\mathrm{MgPc})$ was purchased from Strem Chemicals and was purified by sublimation at $400{ }^{\circ} \mathrm{C}$ twice prior to use. Crystals of $\mathbf{1}(\mathrm{MgPc})\left(\mathrm{NO}_{3}\right) \cdot 0.5 \mathrm{THF}$ and $\mathbf{2}(\mathrm{MgPc})\left(\mathrm{ReO}_{4}\right) \cdot 1.5 \mathrm{THF}$ were grown by applying anodic constant current, respectively, at $I=4$ and $2 \mu \mathrm{~A}$ using platinum wire electrodes $(l=2 \mathrm{~cm}, d=0.8 \mathrm{~mm})$ and a twocompartment electrocrystallization cell. The electrolyte support was a solution of either 63 mg of $\left(n-\mathrm{Bu}_{4} \mathrm{~N}\right) \mathrm{NO}_{3}$ (for $\left.\mathbf{1}\right)$ or 68 mg of $\left(n-\mathrm{Bu}_{4} \mathrm{~N}\right)$ $\mathrm{ReO}_{4}$ (for 2) dissolved in 10 mL of freshly distilled tetrahydrofuran (THF). MgPc ( 8 and 6.5 mg for $\mathbf{1}$ and 2, respectively) was dissolved in the anodic compartment. Black air-sensitive crystals suitable for X-ray diffraction were harvested after 5 days at $-5^{\circ} \mathrm{C}$ for $\mathbf{1}$ and 12 days at $20^{\circ} \mathrm{C}$ for $\mathbf{2}$.
2.5. CSD Search Parameters. Our Cambridge Structural Database (CSD) search on $\pi$-hydrocarbon radicals assumed intermolecular C.. $\cdot \mathrm{C}$ distances between 2.50 and $3.25 \AA$ (CSD version 5.25 , which contains structures through Nov. 2003). Only organic structures with 3D coordinates were considered. As we were interested in $\pi$-hydrocarbon structures, $\mathrm{N}, \mathrm{Si}, \mathrm{O}$, and S elements were excluded. All systems containing sp ${ }^{3}$ carbon atoms were excluded. Fullerene molecules were excluded. We manually verified that the resultant structures involved ionic radical species. The search uncovered only two structures: (naphthalene) $)_{2} \mathrm{PF}_{6}$ (CSD codes: naphtp01, naphtp10) ${ }^{32,85}$ and (fluoranthene) ${ }_{2} \mathrm{AsF}_{6}$ (bosjuo). ${ }^{33} \mathrm{We}$ added to this search the structure of (pyrene) ${ }_{10}\left(\mathrm{I}_{3}\right)_{4}\left(\mathrm{I}_{2}\right)_{10}$, a crystalline compound which we have recently prepared and which meets the above criteria. ${ }^{34}$

The same procedure was adopted in our N -containing $\pi$-radical search except, of course, we allowed the presence of nitrogen atoms. The resulting data can be split in two groups: phthalocyanine ( Pc ) or related macrocycles, $\mathrm{H}_{2} \mathrm{Pc},{ }^{35} \mathrm{MPc},{ }^{36-38}$ and $\mathrm{MPp}^{39-41}$ (we kept those Pc molecules coordinated to metal atoms, M ), and nitrile derivatives, HCCP, ${ }^{42,43}$ TCNQ, ${ }^{44-65}$ DCNQI, ${ }^{66}$ BTCQ, ${ }^{67}$ and TCNE. ${ }^{68-75}$ (See

[^4]

Figure 3. Crystal structure of (naphthalene) ${ }_{2} \mathrm{PF}_{6}$. C, red and blue; P , purple; F , green. Note the $90^{\circ}$ rotation between the stacked naphthalene moieties in red and blue.

Supporting Information for CSD search results. Due to the large number of hits on TCNQ, only part of the TCNQ references are given here.) We added to the database two magnesium(II) phthalocyanine radical cation salts which we have electrochemically synthesized and structurally characterized (see both above and Supporting Information). For TCNQ-metal complexes, systems where the short contact was due to a hydrogen bond were manually removed.

## 3. Results

### 3.1. Oxidized Hydrocarbon $\pi$-Systems. 3.1.1. Naphthalene

Cations. Only a single crystalline compound of naphthalene cation radicals with short $\mathrm{C} \cdots \mathrm{C}$ distances ( $\mathrm{C} \cdots \mathrm{C}=3.20 \AA$ ) is known: (naphthalene) $)_{2} \mathrm{PF}_{6}{ }^{32,85}$ Its structure has been determined at both low temperature $(123 \mathrm{~K})$ and at room temperature. Both crystal structure determinations are similar and are based on stacks of naphthalene radicals. Within each stack, neighboring naphthalene molecular rings are rotated by $90^{\circ}$ with respect to each other, giving the naphthalene stacks an alternating appearance. The closest $\mathrm{C} \cdots \mathrm{C}$ contacts are at $3.20-3.21 \AA$ between carbon atoms at the $1,4,5$, and 8 positions (see Figure 6 for ring numbering schemes) of neighboring naphthalene molecules; see Figure 3.

We compare this structure with model calculations on two naphthalene cations. In Figure 4, we plot the $\mu_{2}$-Hückel energy for a pair of naphthalene cations. As in this article we are interested in face-to-face orientations of the $\pi$-systems, we consider only geometries in which these planes are parallel with each other at the fixed distance of $3.2 \AA$. Under such a restriction, the geometry of two naphthalene molecules reduces to just three variables: the displacement of the center-of-mass of the two molecules and the different orientation of the two molecules. As Figure 5 shows, these three parameters can be expressed as the three variables: $x, y$, and $\theta$.

The electronic surface is presented as a contour map where red and blue correspond, respectively, to low and high energy. In Figure 4, the contour map as a function of $x$ and $y$ are presented for four different values of $\theta: 0^{\circ}, 30^{\circ}, 60^{\circ}$, and $90^{\circ}$. As this figure shows, the principal minima are found at $(x, y)$ $=(0,0)$. The global minimum is at these values with $\theta=90^{\circ}$. This global minimum is 0.22 eV lower in energy than the fully eclipsed configuration $\left(\theta=0^{\circ}\right)$. This theoretical minimum is the one observed experimentally.

The global minimum structure can be understood through knowledge of the HOMO $\pi$-orbital and the maximin principle. This HOMO is shown in Figure 6 at both the Hückel and RHF/ 6-31G(d) levels. As these calculations show, the HOMO has a strong presence at the $1,4,5$, and 8 sites, a smaller presence at


Figure 4. Contour maps of $\mu_{2}$-Hückel calculations showing the variation of energy of (naphthalene) $2^{2+}$ dimer with respect to its geometry (higher energy areas in blue and lower in red). See Figure 5 for definitions of $x, y$, and $\theta$. The global energy minimum geometry is shown in red box.


Figure 5. The three parameters used in the energy contour map: $x, y$, and $\theta . x$ and $y$ : the relative position of the center-of-mass of the naphthalene moieties. $\theta$ : naphthalene rotation angle.
the $2,3,6$, and 7 sites, and (by symmetry) no presence at the 8 a or 4 a positions. The maximin principle suggests that we would like to have contacts between the adjacent $1,4,5$, and 8 positions while at the same time minimizing contacts between all remaining positions. The most favorable way of meeting these conditions is by stacking naphthalene rings directly on top of one another with a $90^{\circ}$ rotation to one of the molecules.

We may compare the $\mu_{2}$-Hückel energies to those from higher level ab initio calculations. In Figure 7 we plot higher level electronic surfaces (calculated with the RHF and MP2 methods) using the same $x, y$, and $\theta$ variables considered previously. A comparison of Figures 4 and 7 show great similarity between the two surfaces. In both cases there is a minimum for $(x, y)=$ $(0,0)$ and a ring of high energy structures in an approximate circle for $(x, y)$ values roughly $1.5 \AA$ away from this minimum. (Ab initio calculations were also conducted for (naphthalene) $2^{2+}$ dimer at $x=y=0, \theta=0^{\circ}$ conformation and compared to the $x=y=0, \theta=90^{\circ}$ conformation. The $0^{\circ}$ geometry was found to be 0.40 and 0.20 eV higher in energy than the $90^{\circ}$ geometry at the HF and the MP2 levels, respectively.) The $\mu_{2}$-Hückel energy ( 0.22 eV ) is in good agreement with the MP2 level calculations.

In comparing theoretical to experimental results, we have so far compared somewhat different cases. The experimental
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| :--- | :---: | :---: | :---: |
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Figure 6. HOMO orbital configurations of naphthalene, fluoranthene, and pyrene moieties at both the Hückel and RHF/6-31G(d) levels. Canonical ring numbering of these molecules are also shown on the right column.


Figure 7. Contour maps of ab initio energies (top, RHF; bottom, MP2) calculated for the (naphthalene) $2^{2+}$ dimer (interplanar spacing of $3.2 \AA$, basis set $6-311 \mathrm{G}(\mathrm{d}, \mathrm{p})$ ). See Figure 5 for definitions of $x, y$, and $\theta$ and Figure 4 for color conventions.
system involves a dimer cation with a total single positive charge. Both the $\mu_{2}$-Hückel and ab initio results were for a dimer cation with an overall plus two charge. We can compare these experimental vs theoretical cases as they are related. As Figure 1 suggests, in the case of (naphthalene) ${ }_{2}{ }^{+2}$, the intermolecular bonding HOMO orbital is completely occupied and the intermolecular antibonding LUMO is empty. By contrast, in the single positive charge dimer, there is one additional electron in


Figure 8. Contour maps of $\mu_{2}$-Hückel calculations showing the variation of energy of (naphthalene) ${ }_{2}{ }^{1+}$ dimer with respect to its geometry (higher energy areas in blue and lower in red). See Figure 5 for definitions of $x, y$, and $\theta$. The global energy minimum geometry is shown in red box.
the antibonding orbital. This antibonding term will reduce roughly half the attractive potential found in the +2 system. The monocharged dimer electronic surface is shown in Figure 8. As a comparison of Figures 4 and 8 shows, it resembles the dication surface, but where the attractive potential is decreased roughly by a factor of 2 . This antibonding term is more pronounced in the case where there are more intermolecular contacts i.e., $\theta=0^{\circ}$, resulting in a higher energy surface.

As the interest of our paper is in the minima due to frontier orbital interactions, it is worthwhile to pay closer attention to the sharper dication energy surfaces rather than the flattened monocation surfaces. For the remainder of this paper, we will consider only the dication surface. By considering such pictures we pay closer attention to the frontier orbital terms rather than the interatomic repulsion. By doing so we take into account the fact that, in a $\mu_{2}$-Hückel calculation, one does not include the attractive portion of the van der Waals forces. Lessening the contribution of the van der Waals repulsion helps compensate for this absence.
3.1.2. Fluoranthene Cation. We apply the same methodology to the fluoranthene cation. Here again only one single-crystal structure is known with short $\mathrm{C} \cdots \mathrm{C}$ distances, (fluoranthene) ${ }_{2} \mathrm{PF}_{6} .{ }^{33}$ Another structure revealed by CSD, (fluoranthene $)_{2} \mathrm{AsF}_{6}$, was determined at low temperature ( 120 K ) where a slight distortion in the structure due to low-temperature phase transition was observed. ${ }^{33,86}$ The structure of (fluoranthene $)_{2} \mathrm{PF}_{6}$ is illustrated in Figure 9. As this figure shows, the fluoranthene molecules appear as stacks, with neighboring molecules in the stacks being related to each other by inversion centers. There are six closest contacts between neighboring molecules. Neighboring 6 a and 10 b sites are at $3.24 \AA$ of each other. (See Figure 6 for atomic numbering scheme.) Also the 3 and 4 sites lie directly next to the 7 and 10 sites of the adjoining
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Figure 9. Crystal structure of (fluoranthene) ${ }_{2} \mathrm{PF}_{6}$. C, red and blue; P , purple; F , green. The two stacked fluoranthene moieties are rotated $180^{\circ}$ with respect to one another.


Figure 10. Contour maps of $\mu_{2}$-Hückel calculations showing the variation of energy of the (fluoranthene) $2^{2+}$ dimer with respect to its geometry. The global energy minimum geometry is pictured in red box.
fluoranthene molecule at distances ranging from 3.14 to 3.26 Å.

In Figure 10, we plot the $\mu_{2}$-Hückel energy surface for a dimer of fluoranthene cations with respect to the center-of-mass variables $x$ and $y$ and the orientational variable $\theta$ (a picture showing these parameters for fluoranthene is given in the Supporting Information). Figure 10 presents contour plots for four different $\theta$ values: $0^{\circ}, 90^{\circ}, 120^{\circ}$, and $180^{\circ}$. There are numerous minima on these energy surfaces. The geometries of the four lowest are illustrated in this figure. The global minimum is at $(x, y)=(0.8,0)$ and $\theta=180^{\circ}$. This global minimum is precisely the geometry observed in the (fluoranthene) ${ }_{2} \mathrm{PF}_{6}$ crystal structure.

The global minimum can be understood through application of the maximin principle. In Figure 6, we show the HOMO of the fluroanthene molecule at both the Hückel and RHF/6-31G(d) levels. As this figure shows, the dominant atomic contributions are at the $3,4,6 a, 7,10$, and 10 b positions. Smaller contributions are found at the $1,2,5,6,8$, and 9 positions. At the $3 \mathrm{a}, 3 \mathrm{~b}, 6 \mathrm{~b}$,


Figure 11. Triple-decker stack illustration in (pyrene) ${ }_{10}\left(\mathrm{I}_{3}\right)_{4}\left(\mathrm{I}_{2}\right)_{10}$ crystal structure.
and 10a positions, there is essentially no atomic orbital presence. Applying the maximin principle we therefore wish to maximize contacts between the first 6 sites while simultaneously minimizing contacts with the remaining 10 sites. It is geometrically straightforward to see that the observed inverted geometry maximizes the former contacts while minimizing the latter contacts.
3.1.3. Pyrene Cation. Although there are no pyrene cations with short $\mathrm{C} \cdots \mathrm{C}$ contacts listed in the CSD, we have recently prepared such a species. ${ }^{34}$ Its chemical formula is (pyrene) $)_{10^{-}}$ $\left(\mathrm{I}_{3}\right)_{4}\left(\mathrm{I}_{2}\right)_{10}$. The structure is a complex one with eight crystallographically inequivalent pyrene molecules in the crystal structure. However, if we restrict our attention to those pyrene molecules with $\mathrm{C} \cdots \mathrm{C}$ contacts of less than $3.25 \AA$, the crystal structure can be substantially simplified. All short pyrene contacts occur in triple-decker stacks of three face-to-face pyrene molecules. One of these triple stacks is illustrated in Figure 11 (there are two such stacks in the unit cell: they are crystallographically inequivalent).

As Figure 11 shows, the outer two pyrene molecules are both oriented the same way, while the inner pyrene molecule is rotated $60^{\circ}$ with respect to them. Each pyrene molecule has seven carbon atoms in close contact with each of its pyrene neighbors. However not all of these seven contacts are at the same short distance. In the example of Figure 11, contact lengths range from 3.16 to $3.37 \AA$. The former length is considerably shorter than the sum of the van der Waals radii, while the latter is not. This variation in contact distance is due to a slight tilt in the central pyrene molecule.

If we restrict our attention to $\mathrm{C} \cdots \mathrm{C}$ contacts less than 3.23 $\AA$, there are only two contacts between neighboring pyrene molecules. The 1 and 3 sites of the topmost pyrene molecule are in contact, respectively, with the 10 and 1 site of the middle pyrene molecule, while the 6 and 8 sites of the bottom-most pyrene molecule are, respectively, near the 5 and 6 sites of the middle pyrene molecule. Thus the two ends of the middle pyrene molecule are in contact with different outer pyrene molecules, giving the triple-decker, something of the form of the letter Z . These short contacts range from 3.16 to $3.23 \AA$.

We can qualtitatively understand this triple decker configuration through the maximin principle. In Figure 6, we show the HOMO of pyrene at both the Hückel and RHF/6-31G(d) levels. As this figure shows, the largest contributions to the HOMO come from the 1, 3, 6 and 8 positions on the pyrene molecule. Slightly smaller contributions are found at the $4,5,9$, and 10 positions. Unlike the naphthalene and fluoranthene cases, it is


Figure 12. Contour maps of $\mu_{2}$-Hückel calculations showing the variation of energy of the (pyrene) $)^{2+}$ dimer with respect to its geometry. The global energy minimum geometry is boxed.
impossible to find a stacking arrangement which has contact between the $1,3,6$, and 8 positions with the centers of mass of the adjacent pyrene molecules near to each other.

The observed crystal packing has found a remarkable alternate solution by using a triple-decker arrangement. Two of the 1,3 , 6 , and 8 sites of the outer pyrene molecule are in close contact with $1,5,6$, and 10 sites of its pyrene neighbor. Of the four contacts involving the central pyrene molecule, two involve the $1,3,6$, and 8 sites and two involve the $4,5,9$, and 10 positions. As the former positions have larger HOMO coefficients than the latter positions, contacts involving the former atoms are shorter than those involving the latter (3.16-3.18 $\AA$ vs $3.18-$ $3.23 \AA$ )

The preferred orientation can also be seen in direct calculations on pyrene cation dimer systems. In Figure 12, we show contour maps of two face-to-face pyrene molecules. The three parameters used in these contour plots are $x, y$, and $\theta$. As in the case of naphthalene, the $x$ and $y$ parameters refer to the translational shift of the center-of-mass of the adjacent molecules (we assume the pyrene molecular plane is strictly normal to the $z$-axis), while the $\theta$ angle refers to the orientation of one molecule with respect to the other. (a figure illustrating these parameters is given in the Supporting Information)

The surfaces shown in Figure 12 have a number of minima. The global minimum is found at $x, y$, and $\theta$ equal to respectively $0^{\circ}, 0^{\circ}$, and $60^{\circ}$. This relative orientation bears features in common with the observed experimental structure. An examination of Figure 11 shows that any pair of neighboring pyrene molecules in the triple-decker sandwich involve two pyrene molecules where the relative orientation of the neighbors has a $\theta$ value of $60^{\circ}$. The $60^{\circ}$ dimer packing therefore optimizes the dimer cation surface. (But as we noted above in the experimental structure, this dimer configuration is then placed in a larger trimer piece to further maximize HOMO overlap while minimizing $\mathrm{C} \cdots \mathrm{C}$ contacts.)
3.2. Oxidized $\mathbf{N}$-Containing $\pi$-Radicals: $\mathbf{P c}$ and $\mathbf{P p}$. In this section, we apply the maximin principle to oxidized N -
containing $\pi$-radicals with $\mathrm{C} \cdots \mathrm{C}, \mathrm{C} \cdots \mathrm{N}$, and $\mathrm{N} \cdots \mathrm{N}$ contacts approximately $5 \%$ less than the sums of the van der Waals radii (C $\cdots \mathrm{C}, 3.20 \AA$; $\mathrm{C} \cdots \mathrm{N}, 3.09 \AA$; and $\mathrm{N} \cdots \mathrm{N}, 2.95 \AA$ ). Our CSD survey shows that such systems are limited to the well-known macrocycles Pc and Pp . In all the CSD examples, the Pc or Pp configurations involve a face-to-face arrangement. ${ }^{35-41}$ As model quantum calculations would require assessing not just $\mathrm{C} \cdots \mathrm{C}$ but $\mathrm{C} \cdots \mathrm{N}$ intermolecular contacts, and as ionicity might play a significant role, we do not feel that the $\mu_{2}$-Hückel Hamiltonian would be useful in an unadapted form. In this section, we therefore focus on the qualitative ability of the maximin principle to rationalize observed Pc and Pp crystal structures.

Interest in oxidized phthalocyanine molecules stems from their conducting properties. ${ }^{36,87-92}$ Here the Pc and Pp rings are oxidized radicals with Pc and Pp charges ranging from +0.33 to +1 . $\mathrm{C} \cdots \mathrm{C}$ contacts between rings can be quite short-ranged, as short as $3.16 \AA .{ }^{93}$ To understand these short contact distances, we examine the frontier orbitals. The HOMOs (which in these systems are partially filled) are pictured in Figure 13. The 2HPc, MPc, and MPp HOMOs are qualitatively similar. The atoms with the highest contribution to the HOMO come from the carbon atoms of the inner 16 -atom ring. There are eight such carbon atoms (the so-called 5, 7, 12, 14, 19, 21, 26, and 28 positions), arranged in an octagonal pattern around the ring center. The phase of these eight sites alternates as one progresses around the ring. By contrast, the eight nitrogen sites of the central 16 -atom ring have either zero or rather small contributions.

Applying the maximin principle, we therefore expect the eight central carbon atoms to be in contact with one another while the other atoms to stay away from each other. This is in agreement with the known experimental determinations. ${ }^{35-39,94,95}$ Our CSD search, together with the additional crystal structures reported in this paper, reveals that there are fourteen crystal structures with short $\mathrm{C} \cdots \mathrm{C}, \mathrm{C} \cdots \mathrm{N}$, or $\mathrm{N} \cdots \mathrm{N}$ contacts. All have essentially the same intermolecular orientation (two 2HPc structures, 10 MPc structures, and two MPp structures). This orientation is called the X -form; see Figure 13. It consists of two macrocycles, one directly above the other but rotated about $45^{\circ}$ with respect to its neighboring molecule. The two new structures reported in this paper, $(\mathrm{MgPc})\left(\mathrm{NO}_{3}\right)_{0.5}$ THF and $(\mathrm{MgPc})\left(\mathrm{ReO}_{4}\right)_{1.5} \mathrm{THF}$, are further examples of this X-form: the full description of their structures given in the Supporting Information therefore gives complete details on this structure type.

The X -form is an ideal outcome of the maximin principle. The eight atoms which contribute most significantly to the HOMO are in close contact, while the other atoms are not. Furthermore, the phase alternation between the neighboring 5, $7,12,14,19,21,26$, and 28 positions allows good overlap after

[^6]the observed $45^{\circ}$ rotation. The X-form is therefore the dimer configuration most compatible with the maximin principle.
3.3. Reduced $N$-Containing $\pi$-Radicals: HCCP, TCNQ, DCNQI, BTCQ, TCNE. In the CSD, reduced N-containing $\pi$-radicals with short $\mathrm{C} \cdots \mathrm{C}, \mathrm{C} \cdots \mathrm{N}$, or $\mathrm{N} \cdots \mathrm{N}$ contacts (contact distances $<0.95$ the sum of the van der Waals radii, i.e., distances shorter than respectively $3.20,3.09$, and $2.95 \AA$ ) all prove to be nitriles. The five nitrile radicals uncovered (HCCP, ${ }^{42,43}$ TCNQ, ${ }^{44-65}$ DCNQI, ${ }^{66}$ BTCQ, ${ }^{67}$ and TCNE ${ }^{68-75}$ ) are shown in Figure 13. All these species are in an open-shell form, with an anionic charge between 0.5 and 1 . With one exception ${ }^{67}$ these radical anion salts have been obtained by reduction of the neutral species. As these systems are anions, vs the cations of the previous portions of the paper, our attention in this section turns to the partially occupied LUMO. As in the previous section, we wish to demonstrate that the maximin principle based on the partially filled frontier orbital allows us to understand the observed crystal packings.
3.3.1. HCCP. HCCP is a three-fold symmetric planar molecule with a triangle of $\mathrm{sp}^{2}$ carbon atoms in the center, three exo-carbon positions, and six peripheral nitrile groups. Its LUMO is pictured in Figure 13. This LUMO preserves the threefold symmetry of the HCCP molecule, with the biggest contribution coming from the three exo-carbon atoms (the 4,5, and 6 positions). The maximin principle tells us that these atoms will try to establish short contacts to each other, whereas the others will not. It is not geometrically possible to have contacts between all central carbon atoms and no contacts between the remaining atoms.

The observed structure is the optimal one vis-à-vis the maximin principle. ${ }^{42,43}$ In the observed packing two of the 4 , 5 , and 6 positions are superimposed on top of the neighboring molecule, but all other positions are significantly removed from each other. Thus only atoms with the largest LUMO terms are in close contact with each other.
3.3.2. TCNQ and DCNQI. TCNQ is the most widely studied of all nitrile $\pi$-radicals. Its LUMO is pictured in Figure 13. The $1,4,7$, and 8 carbon atoms in this molecule are the sites with the largest contribution to the LUMO. Somewhat smaller coefficients are found on the $2,3,5$, and 6 carbon positions. There are even smaller contributions from the four nitrile groups. By the maximin principle, the optimal arrangement would involve contact between these four sites and no contact between nitrile groups. Some thought shows that the optimal arrangement would be a face-to-face stacking of two similarly oriented TCNQ molecules in which one TCNQ molecule is displaced along its long axis. In such an arrangement there would be close contacts between three of the four atoms with the largest LUMO presence, and no contact between any other atoms.

The CSD reveals 71 structures with short contacts. All but one have TCNQ molecules in a face-to-face arrangement. In all cases the two neighboring TCNQ molecules have the same orientation. (The lone exception to face-to-face packing has two nitrile moieties of neighboring TCNQ molecules in close contact: ${ }^{96}$ a geometry previously analyzed as being due to
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Figure 13. Frontier orbital configurations of nitrile anions and phthalocyanine cations and their corresponding crystal packing geometries and frequencies observed from CSD searches. Stars indicate atoms with the largest frontier orbital contributions.
nitrile-nitrile dipole moment interactions). ${ }^{97}$ The two most common of the arrangements of the remaining 70 structures are shown in Figure 13. The most common form (which we term staggered-long axis) has two molecules staggered such that the 1,4 , and 7 positions lie directly above, respectively, the 8 , 1 and 4 positions of the molecule beneath. This arrangement is

[^8]found in 57 of the 71 observed examples. $45,46,48,49,51,52,55,58,62,64,65$ This arrangement is the one predicted by the maximin principle.

The second most common arrangement (which we term staggered-short axis) is also shown in Figure 13. In this arrangement the top TCNQ molecule is shifted along the short principal axis of the molecule. In this arrangement the $1,2,3$, and 4 positions of the top molecule are in closest contact with, respectively, the $6,1,4$, and 5 positions of the molecule beneath.


Figure 14. Preferred conformation of TCNE anionic dimer expected by the maximin principle (left) vs the observed TCNE anion $\pi$-dimer structure (right).

There are therefore four close contacts in this arrangement, but these close contacts involve atoms with somewhat smaller orbital coefficients. Qualitatively, this appears to us a slightly less ideal intermolecular packing with respect to the maximin principle. This is substantiated by the smaller number of structures (ten) which adopt the staggered-short axis arrangement. ${ }^{44,47,50,53,54,59,61-63}$ This second arrangement, as it involves contacts between atoms all with large (although not the largest) HOMO presences, nonetheless seems a reasonable alternative.

In the remaining three structures, each one adopts their own different arrangement. In one case the TCNQ molecules are fully eclipsed, with one molecule directly on top of the other. ${ }^{56}$ In the other two cases, the neighboring molecules are fully staggered along the long axis: one of the nitrile groups of one molecule is in contact with the other molecule. ${ }^{57,60}$ These remaining three configurations therefore do not follow the maximin principle. Thus the maximin principle helps us understand only the most common intermolecular arrangement, the arrangement which presumably corresponds to the global minimum of the dimer system.

Finally, we consider DCNQI, a molecule highly related to TCNQ. In this molecule there are only two nitrile groups. Its LUMO is nonetheless similar to that of TCNQ; see Figure 13. Following the maximin principle, the expected packing is the staggered-long axis arrangement discussed previously for TCNQ. The single observed structure reported in the CSD confirms this expectation. ${ }^{66}$
3.3.3. BTCQ. The structure of BTCQ is illustrated in Figure 13. Its partially occupied frontier orbital is also shown in this figure. The atoms most involved in the frontier orbital are the peripheral 1 and 6 carbon atoms and the central 3 and 4 nitrogen positions. All other atomic contributions are small. The single known crystal structure accords well with the maximin principle. ${ }^{67}$ In this structure each BTCQ molecule is in close contact with two molecules. In the primary neighbor there are four close contacts between BTCQ molecules with a shortest contact distance of $2.82 \AA$ (an $\mathrm{N} \cdots \mathrm{N}$ contact), while in the secondary neighbor there is only one close contact at $3.00 \AA$ (a C $\cdots \mathrm{N}$ contact). The geometry between each BTCQ molecule and its primary neighbor is shown in Figure 13. Its four close contacts all involve the four atoms with large LUMO coefficients. Thus all large orbital coefficient atoms are involved in a close contact and all remaining atoms do not form a close contact, in agreement with the maximin principle.
3.3.4. TCNE. Tetracyanoethene (TCNE) anion radical is the simplest of all the radicals discussed in this paper. The LUMO is predominantly located on the ethylene carbon atoms. By the maximin principle one would expect the preferred conformation to have the staggered-form shown in Figure 14 (left). Instead, as Figure 13 shows, all 13 observed structures have fully


Figure 15. Experimentally observed TCNE dianion structure, also known as the $\mathrm{TCNE}^{-} \sigma$ dimer.
eclipsed TCNE dimers. ${ }^{68-75}$ (It can be noted that in two of these thirteen eclipsed structures there are also subsidiary short contacts between non-face-to-face TCNE molecules. ${ }^{98}$ ) (For a complete list of structures, see CSD search results in the Supporting Information.)

Sufficient work has been carried out on the (TCNE) $2^{2-}$ system that we are able to rationalize this breakdown of the maximin principle. The maximin principle is a procedure by which to find the global minimum for two face-to-face $\pi$-radicals at a fixed plane-to-plane distance. But in the case of $(\mathrm{TCNE})_{2}{ }^{2-}$ these intermolecular dimers are not themselves stable with respect to the formation of a single dianion molecule. Thus while the geometry expected by the maximin principle is not observed, the dianion illustrated in Figure 15 is known. ${ }^{99}$ In other words in the case of the maximin geometry, frontier orbital interactions are so strong that interatomic repulsions are unable to prevent true bond formation. Indeed perhaps the reason that the eclipsed TCNE form is observed is that, in this latter geometry, due to the nitrile contacts, there are greater interatomic repulsion energies, thus stabilizing the intermolecular system.
3.3.5. Summary. Examination of the HCCP, TCNQ, DCNQI, and BTCQ compounds shows that the atoms which contribute most to the partially filled frontier orbital have short contacts between each other, whereas chemical groups with small frontier orbital contributions do not. Nitrile moieties are not sterically bulky, but as they have small frontier orbital presences, they tend to repel each other. Short contacts between nitrile groups are indeed almost never observed. Interestingly, the maximin principle appears to apply equally well to mixed valence systems as non mixed valence systems.
3.4. Predicted Oligoacene Cation Structures. In the preceding sections we have shown that the maximin principle can be used to rationalize known aromatic hydrocarbon and N containing $\pi$-system ion dimer structures. Its success in rationalizing ion dimer structures suggests that this same principle can be used for prediction as well as rationalization. Such predictions could be useful as it is sometimes extremely difficult to synthesize chemically stable $\pi$ - ion structures.

In this section we consider some larger arene cation radicals, the oligoacenes. Oligoacenes are oligocyclic hydrocarbons consisting of fused benzene rings. Due to their semiconducting properties, these compounds are extensively studied. ${ }^{100-108}$ (Pentacene with five fused aromatic rings is currently the organic semiconductor with highest field-effect mobility at room temperature. ${ }^{109-113}$ )

[^9]As hole conductors, the implicit cation states are transient in nature. In this paper the focus is on the crystal structure adopted by nontransient holes. Even here our knowledge of cation packing is limited. No crystal structure of any oligoacene cation with more than three fused benzene rings has ever been reported. To confer stability on these larger systems, apparently substantial substituents are needed. ${ }^{114-119}$ We therefore can apply the maximin principle to predict the stacking geometry of crystalline oligoacene cations (holes).

In Figure 16, we show the HOMOs of the series of oligoacene systems presented at the Hückel level. As can be seen in this figure, the HOMOs are all structurally similar. The atomic coefficients of all bridged sites are uniformly small. The principal HOMO contributions come from nonfused carbon sites $\alpha$ to bridging positions. These principal contributions are largest toward the center of the molecule, with coefficients of neighboring nonbridging sites ( $\alpha$ to the fused positions) of opposite phase to one another.

The structural consequences of this HOMO have been previously discussed for the simplest of all oligoacenes, naphthalene itself. The lowest energy dimer structure, which both maximizes the HOMO-HOMO contact and minimizes the number of interatomic contacts, is the one in which the two molecules are oriented at $90^{\circ}$ to each other. Given the similarities between the naphthalene and larger oligoacene HOMOs, it is not surprising that the oligoacene cation dimer global minima generally involve two molecules with such a $90^{\circ}$ orientation with respect to each other.

In Figure 17, we show an energy contour map for two hexacene cations rotated $90^{\circ}$ with respect to each other. (We have surveyed $\theta$ angles over the full range of possible $\theta$ values, and the Hückel global minimum proved to be at $\theta=90^{\circ}$. We have also calculated the RHF energies at just two geometries: $x=y=0, \theta=0^{\circ}$ and $x=y=0, \theta=90^{\circ}$. At the RHF 6-311G(d,p) level, the global minimum predicted by $\mu_{2}$-Hückel calculatons is decidedly below the eclipsed geometry, by 1.35 eV .) The Hückel contour map at this angle is plotted with respect to two variables, $x$ and $y$. These variables refer to the lateral translation of the center-of-masses of the two hexacene molecules (we have assumed that the hexacene molecules are perfectly face-to-face to each other at a distance of $3.2 \AA$ and

[^10]

Figure 16. HOMOs of a series of oligoacene cation systems presented at the Hückel level. Their lowest energy stacking geometries at $90^{\circ}$ are also shown in the right column.
that these planar molecules are normal to the $z$-direction). As Figure 17 shows, there are a number of local minima in this structure. Each of these local minima occur when carbon atoms $\alpha$ to the bridging sites come into close contact with the adjacent molecule.

For all local minima there are only four closest contacts. Differences in energy between these minima are up to 0.42 eV , with those local minima involving more central carbon atoms the lowest in energy. This does not mean, however, that intermolecular interactions involving the most central carbon atoms should be the experimentally favorable geometry. With a molecule of sufficient size, such as hexacene itself, if one has intermolecular contacts involving the more peripheral carbon atoms, it becomes possible to place two hexacene cations above or beneath each other, thus doubling the number of good HOMO-LUMO contacts.

## 4. Conclusions

It is well-known that structures and reaction pathways are governed by electronic (frontier orbital) and steric (hard-core repulsion) factors. The maximin principle applied in this paper is an embodiment of these two principles. The maximin principle though does tell us something beyond the invocation of electronic and steric factors. It points to a structural transition. When molecules are further apart than the sum of the van der


Figure 17. Contour maps of $\mu_{2}$-Hückel calculations showing the variation of energy of the (hexacene) $2^{2+}$ dimer with respect to its geometry. The global minimum geometry is boxed.

Waals radii of their constituent atoms, both the van der Waals and frontier orbital interactions have significant attractive components; one cannot reduce each of these terms to mere attractive or repulsive roles; and the maximin principle can break down. The maximin principle is therefore clearest when intermolecular contacts are $5 \%$ less than the sum of the constituent atoms' van der Waals radii.

The maximin principle goes hand-in-hand with the role of the sum of van der Waals radii as a critical parameter. As the atoms of neighboring molecules come closer than the sum of their van der Waals radii, and as these van der Waals interactions become increasingly repulsive, one turns increasingly to the
maximin situation. Indeed, for the structures discussed in this paper, which all involve dimers near the onset of the repulsive van der Waals regime, there are still substantial attractive van der Waals terms. These attractions presumably play a role in bringing the centers-of-mass of neighboring molecules close to each other, an effect which has been seen throughout this paper.

Second, our numerical studies involving the $\mu_{2}$-Hückel Hamiltonian suggest a simple way in which steric repulsions can be incorporated into the Hückel formalism. The accuracy of this approximation has been tested by comparison with ab initio theory. Traditionally, such repulsions arise from the extended Hückel approximation where repulsive energies come from the filled antibonding orbitals being more antibonding than filled bonding orbitals being bonding. Here we use an alternate tactic, where repulsion comes not from occupation of the antibonding terms but from the trace of the square of the Hamiltonian, a quantity independent of the number of filled antibonding orbitals. This latter term is chosen as this trace is proportional to coordination number. As repulsive interactions are short-range, a linear relation between repulsive energy and the number of contacts seems reasonable. It would be of interest, to adapt this Hamiltonian to either the N -containing $\pi$-radicals discussed in this paper or more ambitiously to sulfur systems (which may contain new terms due to the third row sulfur atoms) or fluorinated hydrocarbons (which may contain substantial ionic terms).
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